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The controversy over whether images are equivalent to sets of propositions, and the controversy over whether semantic primitives are equivalent to sets of meaning postulates, are currently conducted independently. This article brings them together in relation to the problematical nature of the transitivity of spatial relations. Both controversies can be resolved by assuming that spatial relations are represented as mental models constructed by a procedural semantics that decomposes the meanings of words into more primitive notions.

1. INTRODUCTION 

This paper confronts two controversies with one phenomenon. The first controversy concerns the nature of mental representations and whether there is any essential difference between an image and a set of propositions. The second controversy concerns the meanings of words and whether they are represented by semantic primitives, or by meaning postulates that specify the semantic relations that hold between them. Both controversies are currently in progress and both are primarily matters of theory rather than fact. They have not previously been related to one another; yet, if the fundamental argument of this paper is sound, they can both be resolved by confronting them with one and the same phenomenon -- a seemingly trivial aspect of everyday inference: the transitivity of certain spatial relations. A necessary preliminary, however, is to lay out the two controversies in more detail.

2. THE FIRST CONTROVERSY: IMAGES VERSUS PROPOSITIONS 

Many human beings claim to be able to form and to manipulate mental images in the absence of corresponding visual stimuli. The phenomenon has been studied ever since Galton's questionnaire on his correspondent's ability to imagine their breakfast tables (Galton, 1928, originally published in 1880). More recent investigations have examined a variety of aspects of images, including their use as mnemonics (Bower, 1972; Paivio, 1971), their mental rotation and transformation (Cooper, 1975; Shepard, 1975), their suppression by other tasks (Brooks, 1967; Byrne, 1974), and their use in retrieving information about objects (Hayes, 1973; Holyoak, 1977; Kosslyn, 1975, 1980; Moyer, 1973; Paivio, 1975). No one seriously doubts the existence of the subjective experience of imagery. What is problematical, however, is the explanation of the experience and the ultimate nature of images as mental representations. It seems unlikely that they are simple pictures in the head, because this conjecture leads to a number of undesirable consequences including the need for an homunculus to perceive the pictures, and accordingly to the imminent danger of an infinite regress (Dennett, 1969). There remain two schools of thought.
On the one hand, there are those who argue that an image is distinct from a propositional representation (Bugelski, 1970; Kosslyn and Pomerantz, 1977; Paivio, 1971, 1977; Shepard, 1975, 1978; Sloman, 1971). These authors attribute a variety of properties to images. The most important are as follows:

1. The brain processes underlying an image are similar to those underlying the perception of an object or picture.

2. An image is a coherent and integrated representation in which each element of a represented object occurs only once.

3. An image is amenable to apparently continuous mental transformations, such as rotations or expansions, in which intermediate states correspond to intermediate states or views of an actual object undergoing the same transformation. Hence, a small change in the image corresponds to a small change in the object or its appearance.

4. Images represent objects. They are analogical in that the structural relations between their parts correspond to those between the parts of the objects represented. There may indeed be an isomorphism between an image and an object, though this claim only makes sense with respect to an object viewed as decomposed into parts with particular relations between them.

On the other hand, there are theorists who argue that the subjective experience of an image is epiphenomenal and that its underlying representation is propositional in form (Anderson and Bower, 1973; Baylor, 1971; Kieras, 1978; Moran, 1973; Palmer, 1975; Pylyshyn, 1973). These authors attribute a variety of properties to propositional representations. The most important are as follows:

1. The brain processes underlying a propositional representation are similar to those underlying the perception of an object or picture; as Norman and Rumelhart (1975) remark, "the first stage of conscious awareness is already in the form of propositions."

2. The same element or part of an object may be referred to in many of the different propositions that constitute the description of the object. However, when propositions are represented in the form of a semantic network, then the representation can be thought of as coherent and integrated, with each element of the represented object occurring only once with all its relations to other elements readily accessible.

3. A propositional representation is discrete and digital rather than continuous. However, it can represent continuous processes by small successive increments of the relevant variable(s), such as the angle of an object's major axis to a frame of reference. Hence, a small change in the representation can correspond to a small change in the object.

4. Propositions are true or false of objects. Their representations are abstract in that they do not resemble either words or pictures, as Norman and Rumelhart (1975) remark, "the first stage of conscious awareness is already in the form of propositions."

The critics of imagery often allow that an image can be constructed from its propositional description, but such an image does not introduce any new information, it merely makes the stored description more accessible and easier to manipulate. Gelernter's (1963) program for proving geometric theorems, and Funt's (1977) program for making inferences about the stability of arrangements of blocks, are both considerably enhanced by the use of procedures that operate on diagrammatic representations. However, Pylyshyn (1973) argues that picture-like representations are not necessary for such purposes: the same function can be served by propositional descriptions.

Palmer then goes on to establish both can be encoded propositionally and a they have been decomposed into their

Evidently, the two sorts of represent differ mainly on the fourth of the criteria: they are readily transformed into one another. We conclude that the controversy is not resolvable (Anderson, 1978, 1979) "any claim for a particular representation specifies the processes that will be given certain assumptions about the representation. As we shall see, how

3. THE SECOND CONTROVERSY: SEMANTIC

Semantic theorists are generally agreed that words is to account for the relation between "parrot" and "Polly is a bird". If it is the second. There is a major dispute about the relationship between words and pictures (Chase and Clark, 1977). Their content carries the significant information about what they represent.

The critics of imagery often allow that an image can be constructed from its propositional description, but such an image does not introduce any new information, it merely makes the stored description more accessible and easier to manipulate. Gelernter's (1963) program for proving geometric theorems, and Funt's (1977) program for making inferences about the stability of arrangements of blocks, are both considerably enhanced by the use of procedures that operate on diagrammatic representations. However, Pylyshyn (1973) argues that picture-like representations are not necessary for such purposes: the same function can be served by propositional descriptions.

Palmer (1975):

The arguments in favor of analog are the relative ease with which can be compared to the difficulty in propositional representations. Thus, they fail to provide evidence for an alternative representation. In addition propositions are capable of enco


...an image is distinct from a propositional representation in which each element of an image js distinct from a propositional representation similar to those underlying the mental transformations, such as small changes in the object. These changes can be constructed from its constituent parts. Thus, the relative ease with which certain operations can be performed on them compared to the difficulty in performing the same operations on propositional representations. These arguments, however, generally overlook the fact that propositions can encode quantitative as well as qualitative information. In addition, it is not often recognized that propositions are capable of encoding an analog image.

Palmer then goes on to establish both a way in which a shape such as a triangle can be encoded propositionally and a method for rotating such representations once they have been decomposed into their propositional constituents.

Evidently, the two sorts of representation share a number of properties; they differ mainly on the fourth of the characteristics listed above, i.e., whether they represent objects or describe them. This apparent similarity and the view that they are readily transformed into one another has indeed led some commentators to conclude that the controversy is neither fundamental (Norman and Rumelhart, 1975) nor resolvable (Anderson, 1976, 1978). In particular, Anderson (1978) argues that "any claim for a particular representation is impossible to evaluate unless one specifies the processes that will operate on this representation." He shows that given certain assumptions a theory based on images can be mimicked by one based on propositions. As we shall see, however, there are some important exceptions to the principle.

3. THE SECOND CONTROVERSY: SEMANTIC DECOMPOSITION VERSUS MEANING POSTULATES

Semantic theorists are generally agreed that a major burden for the meanings of words is to account for the relation between such assertions as "Polly is a parrot" and "Polly is a bird". If the first assertion is true, then plainly, so is the second. There is a major disagreement between theorists about the nature of the semantic machinery needed to explain such relations. One school of thought, whose recent ancestry can be traced back to the work of Katz and Fodor (1963) -- though it has a much longer history reaching back into antiquity -- holds that the meaning of a word such as "parrot" is represented in the mental lexicon as a set of semantic elements that includes, amongst others, those corresponding to "bird". The relation between the two sentences is accordingly captured by the semantic primitives in the entries of the mental lexicon. A wide variety of psychological theories of meaning are committed to some sort of semantic primitives (Clark and Clark, 1977; Collins and Quillian, 1972; Miller and Johnson-Laird, 1976; Norman and Rumelhart, 1975; Schank, 1975; Smith, Shoben and Rips, 1974).

An alternative view is that there are no semantic primitives (Fodor, 1976; Fodor, 1977; Fodor, Fodor and Garrett, 1975; Kintsch, 1974; Lyons, 1977). Entailments that depend upon the meanings of words are, according to these theorists, captured by meaning postulates. A meaning postulate as formulated by Carnap (1956) is an assertion that stipulates the semantic relations between words of a language, generally a formal one, e.g., for any x, if x is a parrot then x is a bird. Such rules are introduced into a model-theoretic semantics of a language in order to render some models inadmissible, namely, those for which the meaning postulates are not true. Latterly, the idea has been cut loose from formal semantics and imported into psychological theory. Fodor et al (1975) assume that sentences in a natural language are translated into a corresponding mental language, and that meaning postulates couched in the mental vocabulary are used to make inferences from the translated sentences.

Although there have been attempts to resolve the controversy experimentally, the results so far are equivocal. There is evidence against the idea that compre...
hension depends on a process of semantic decomposition (Kintsch, 1974; Fodor et al., 1975); there is evidence against the idea that it depends on meaning postulates (Clark and Clark, 1977; Johnson-Laird, Gibbs, and de Hmbray, 1978). But, as yet, there are no results to resolve the issue of whether or not the mental representations of meaning depend on semantic primitives. Indeed, there has been a tendency to accept the view of Katz and Nagel (1974) that there is no fundamental distinction between semantic primitives and meaning postulates. There are, in fact, several arguments that could be made to establish a difference in their psychological plausibility. I shall present only one: it is the argument that will also resolve the controversy about images and propositions.

4. TRANSITIVITY IN EVERYDAY INFERENCE

My central thesis concerns simple inferences based on premises in ordinary language. Consider the following argument about a pencil, a box, and an envelope:

- The pencil is in the box.
- The box is in the envelope.
- The pencil is in the envelope.

Is this inference valid? Before we can answer this question, it would be as well to remind ourselves that an inference is valid if it is impossible for its premises to be true and its conclusion false. Obviously, the present inference is valid since given that the premises are true, the conclusion must be true, too.

Meaning postulates provide an initially plausible basis for a psychological mechanism that makes such an inference. The premises are translated into a propositional representation, which according to Kintsch (1974) might take the following sort of form:

\[(\text{IN, PENCIL, BOX})\]

\[(\text{IN, BOX, ENVELOPE})\]

and then the meaning postulate that captures the transitivity of "in":

For any \(x, y, z\) (if \((\text{IN}, x, y) \& (\text{IN}, y, z)\)) then \((\text{IN}, x, z)\)

is applied to the representation of the premises to yield the conclusion:

\[(\text{IN, PENCIL, ENVELOPE})\]

And this propositional representation can, if necessary, be translated back into natural language.

Although the details of the various processes of translation have not been formulated explicitly by any theorist, they are not at issue as far as the present paper is concerned. Its argument applies to any processes that lead parsimoniously to propositional representations and to the application of meaning postulates to them. There is nothing privileged about meaning postulates here, they may be replaced by any rules of inference that apply to propositional representations.

The heart of my argument depends on the following sort of inference:

- Luke is on Mark's right.
- Mark is on Matthew's right.
- Luke is on Matthew's right.

It is not immediately clear whether individuals are sitting in a straight relation denoted by "on X's right" is if they are sitting at equal interval relation denoted by "on X's right" is invalid.

A natural way to try to accommodate a propositional theory is to propose two cognates, one to which a meaning postulate only this manoeuvre will save the the ordinary inferences are made and even seats around a large circular table, but one might have doubts about the.

- Luke is on Mark's right.
- Mark is on Matthew's right.
- John is on Matthew's right.

As more and more individuals are added a point where transitivity breaks do be a region of uncertainty, but this of a meaning postulate theory. In sive relation, or relations with a items from three to an arbitrarily \(l\) its own separate meaning postulate directly correlated with the number premises for transitivity over three four items, and so on ad infinitum.

It should be emphasized that these "left". English vocabulary is flag hand to find any simple spatial ter

A proponent of meaning postulates in the right" ranges over some large n to have an unlimited extent. This limiting the required meaning posts solve the problem: no matter how individuals are packed around it. Another way to save the meaning post machinery for generating meaning pi another difficulty. It is clear that a mechanism for determining the natural implicitly by the premises. In the.

Once the need to deal with referent though deliberate, gap in the mean apparent. It is again best illust
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It is not immediately clear whether this inference is valid. If the three individuals are sitting in a straight line on one side of a table, then the relation denoted by "on X's right" is transitive, and the inference is valid. But if they are sitting at equal intervals round a small circular table, then the relation denoted by "on X's right" is not transitive, and the inference is invalid.

A natural way to try to accommodate this phenomenon within the framework of a propositional theory is to propose two different meanings for "on the right" and its cognates, one to which a meaning postulate expressing transitivity applies, and one to which a meaning postulate expressing intransitivity applies. Indeed, only such a manoeuvre will save the theory if it is to account for the way that ordinary inferences are made and evaluated. However, if a number of people are seated round a large circular table, then the previous inference could be valid, but one might have doubts about the following one:

John is on Luke's right.
Luke is on Mark's right.
Mark is on Matthew's right.

The conclusion must be true, too.

As more and more individuals are added round the table, there will inevitably come a point where transitivity breaks down. (As a matter of fact, there is likely to be a region of uncertainty, but this possibility merely exacerbates the problems of a meaning postulate theory.) In general, "on X's right" may denote an intransitive relation, or relations with a transitivity that varies over any number of items from three to an arbitrarily large number. Each of these extents requires its own separate meaning postulate with the number of premises in its antecedent directly correlated with the number of items over which transitivity holds -- two premises for transitivity over three items, three premises for transitivity over four items, and so on ad infinitum. Because there is no limit to the number of items at which transitivity ceases to hold, there is no limit to the number of separate meaning postulates that are required to cope with the semantics of this single relation. This conclusion is psychologically unacceptable on the reasonable criterion, decisive in other contexts (e.g. Miller and Chomsky, 1963), that human beings do not have an unlimited capacity for learning or for storing information.

It should be emphasized that these difficulties are not peculiar to "right" and "left". English vocabulary is plagued by the same sorts of problem, and it is hard to find any simple spatial term that has an unequivocal logic.

A proponent of meaning postulates might argue that once the transitivity of "on the right" ranges over some large number of items, say, 100, then it can be taken to have an unlimited extent. This ad hoc proposal has at least the virtue of limiting the required meaning postulates to a finite number. Yet, it does not solve the problem: no matter how large the radius of the circle and how densely the individuals are packed around it, it is a circle and transitivity must break down. Another way to save the meaning postulate theory is to assume that there is some machinery for generating meaning postulates. However, this proposal highlights another difficulty. It is clear that any feasible system will depend on some mechanism for determining the nature of the situation referred to explicitly or implicitly by the premises. In the case of our examples, it will depend on information about the table and the seating arrangements, which in turn will be used to select the appropriate meaning postulate.

Once the need to deal with reference situations is admitted, a still more obvious, though deliberate, gap in the meaning postulate theory of semantics becomes apparent. It is again best illustrated by a simple example. Given the following
arrangement of letters:

\[ B \rightarrow A \]

any competent speaker of English knows that it is true to say of them, "A is on the right of B" and false to say of them, "A is on the left of B." This distinction reflects the difference in meaning between "right" and "left"; yet, there is no way to capture it using meaning postulates. One can, of course, establish that there is a difference in meaning between the two terms, e.g. for any \( x \) and \( y \), \( x \) is on the right of \( y \) if and only if \( y \) is the left of \( x \), and for any \( x \) and \( y \), \( x \) is on the right of \( y \) then \( x \) is not on the left of \( y \). Such postulates establish that a difference exists, but they do not specify its nature. For that, it is necessary to make explicit what it is that underlies our knowledge that A is indeed on the right of B in the example above.

The idea lying behind the psychological exploitation of meaning postulates, and indeed most psychological theories of meaning, is that it is feasible to specify the semantic relations between words without considering how they relate to the world (see Johnson-Laird and Herrmann, 1983, for the implications of this assumption for semantic network theory). Intensions can be profitably pursued independently from the relations between words, and for inferences based upon them, is by giving a complete specification of their meanings, including their relations to the world. What is deliberately missing in the meaning postulate account is a definition of how "right" and "left" relate to the world. The reason for this omission is obvious: the relations are so basic that there is no way to define them in ordinary English. It is for this reason that a complete theory of meaning must rely upon some more primitive notions.

Is it possible to save a propositional theory by sacrificing meaning postulates? The answer depends, of course, on what processes are used to make inferences in their stead. Any system that relies on rules that manipulate propositions will have to introduce some machinery to handle transitive relations, and hence it will be in imminent danger of falling into precisely the same difficulties. The only escape route will be a method for handling the facts of transitivity without relying on rules, postulates, or productions, for transitivity itself. This prescription may seem to be impossible to fulfill; fortunately, there is at least one way in which it can be met.

5. PROCEDURAL SEMANTICS AND A PROGRAM FOR SPATIAL INFERENCE

The definitions of spatial terms and the uncertainties of their transitivity can be accommodated within a theory based on a "procedural semantics" (see Davies and Isard, 1972; Johnson-Laird, 1977, 1981; Miller and Johnson-Laird, 1976; Woods, 1981). The theory can be illustrated by considering a computer program (written in the List-processing language, POP-10) that I have devised in order to model a theory of spatial inference (Shoben and Rips, 1974). This program is the value of the variable \( D1 \) parameter and the value of 1; theses are a standard device in POP-10 with the effect of converting a general procedure to a more specific procedure by particular orientations: the value \( o \) by \( 0 \) while the value of the other \( a \) other words, if you imagine the array procedure examines a sequence of loc right of \( B \). It looks to see whether freezing in the values of parameters general procedures into specific one premise.

The program's lexical entries define stipulate nothing about transitivity as "on the right of" has the emergent of a two-dimensional array that satisfies the premises given to it, and indicates whether a premise is implied by, or is inconsistent with, what has already been said. It accordingly contains a number of general procedures for constructing, recursively manipulating, and interrogating, sets of arrays. One such procedure, for instance, given the location in an array of one item mentioned in a premise, inserts the other item into the array at a place that is appropriate according to the meaning of the premise. Another general procedure is used to verify whether the relation specified to hold between two items, say, A and B, obtains within an array. It works by locating B and then by scanning along a list from B in order to determine whether or not A is somewhere on that line. If A is
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found to lie on the line then the pre verification procedure contains two \( D1 \) parameters to specify directions is the program, including those for instance uniformity makes it possible to define procedures that account in a way that is conventional (decompositional theories: 1975; Smith, Shoben and Rips 1974).

The meaning of "on the right of" con:

This takes a number general procedure assigned as the value of the variable \( D1 \).
is true to say of them, "A is on the right of B." This is between "right" and "left"; yet, is not on the left of y. Such but they do not specify its nature. It is that underlies our knowledge above.

The verification procedure contains two parameters, DJ and DJ, whose values specify the direction in which to scan; they give the respective increments on the two axes of the array that define the locations to be examined. This use of parameters to specify directions is common to all the general procedures used by the program, including those for inserting new items into an array. This uniformity makes it possible to define the meanings of relational terms as procedures that work in a way that is utterly remote from meaning postulates and conventional decompositional theories (e.g. Norman and Rumelhart, 1975; Schank, 1975; Smith, Shoben and Rips 1974).

The meaning of "on the right of" consists of a single procedure: FUNCT(% 0, 1). This takes whatever general procedure is about to be executed, and assigns as the value of its "variable," FUNCT, and "freezes" the value of 0 to its DJ parameter and the value of 1 to its DJ parameter. The decorated parentheses are a standard device in P0P-10 for freezing in the values of parameters, with the effect of converting a general procedure into a new more specific one. The effect of FUNCT(0, 1) on the verification procedure is accordingly to produce a more specific procedure that scans a sequence of locations lying in a particular orientation: the value of one axis is held constant (i.e. incremented by 0) while the value of the other axis is progressively incremented by 1. In other words, if you imagine the array laid out on a table in front of you, the procedure examines a sequence of locations lying progressively further to the right of B. It looks to see whether A is on the right of B. The same process of freezing in the values of parameters is used to convert the program's other general procedures into specific ones that depend on the relation specified in a premise.

The program's lexical entries define how words relate to its world, but they stipulate nothing about transitivity or intransitivity. However, a relation such as "on the right of" has the emergent property of transitivity, that is to say, whenever A is on the right of B and B is on the right of C, then as a matter of fact A will be on the right of C, whether the program is building, manipulating, or interpreting an array. The program can accordingly make transitive inferences even though it contains no rules, postulates, or productions, for transitivity itself. This facility depends on the use of spatial models in relation definitions that relate directly to them. The definitions express meanings in terms of the primitive components of specific coordinate values that are only interpretable with respect to the spatial arrays. The meaning of a word is accordingly not a procedure that can do anything by itself; it is a procedure that applies to other procedures.

Several theorists have claimed that the apparatus of spatial arrays smuggles in the principle of transitivity by the back door. (Both Jerry Fodor and Zenon Pylyshyn have independently made this suggestion in conversation, though it would be wrong to saddle them with a strong commitment to it). Its plausibility rests on its confusability with a very different claim, namely, that it is possible to define transitive relations over spatial models. Obviously, this condition must hold if a transitive relation is to be represented in a spatial array. Spatial arrays, however, do not have transitivity built into them: if they did, they would be unable to represent intransitive relations, or relations that are transitive to varying degrees. Indeed, if the locus of the individuals in a reference situation is circular rather than rectilinear, then the same lexical entries used in relation to the frame of reference that each individual defines give rise to local transitivity, but sooner or later it breaks down as the individuals depart further and further from the required sequence of locations passing through the initial one in the series. Hence, with the introduction of procedures for representing an individual's frame of reference and the spatial arrangement, it will be possible to deal with the vagaries of transitivity without having to postulate an indefinitely large number of different meanings for a relational term. A single entry in the lexicon will suffice.
The use of meaning postulates to make spatial inferences places an unacceptable demand on the storage capacity of human memory: it becomes necessary to store a vast number of postulates just to cope with the meaning of a single relational term. Semantic primitives, however, do the job parsimoniously. The controversy over semantic primitives and meaning postulates is accordingly resolved: meaning postulates must be replaced by semantic primitives that relate words to mental models of the world. There is no need to suppose, however, that comprehension calls for a process of decomposition into semantic primitives: they play a direct role in the tacit construction of mental models.

6. MENTAL MODELS

The notion of a mental model, which was introduced in the previous section, is to be distinguished from the current conception of an image. It shares the crucial property that its structure represents information, but this structure need not necessarily possess any immediately 'pictorial' features. Of course, a mental model might combine both pictorial and non-pictorial information, such as a spatial array that represents the positions of chess pieces and, by a further convention, the tactical relations between them (cf. Simon and Barenfeld, 1969). But a mental model can also be entirely schematic in that only its topological properties are relevant to the processes that interpret it. This idea can be difficult to grasp, and it is best explained in terms of a recent theory of syllogistic inference and the interpretation of quantified sentences (Johnson-Laird, 1983; Johnson-Laird and Bana, 1983).

According to the theory, a statement about, say, a set of people in a room, such as:

Some of the scientists are drivers

is mentally represented by a model in which an arbitrary number of elements stand for the relevant set of scientists, and a subset of them are linked to other elements standing for drivers:

\[ s \rightarrow d \]

Here, each \( s \) represents a scientist, each \( d \) represents a driver, and the arbitrary number of parenthesized elements indicate that there may be scientists who are not drivers and vice versa. The identity signs denote an identity between the entities that they link.

In order to make an inference, as opposed to evaluating a given conclusion, it is necessary to possess a heuristic, because logical principles alone can never determine which of the potentially infinite number of valid, though mainly trivial, conclusions should be drawn from a set of premises. Unfortunately, this point has often been overlooked in psychological theories of reasoning (e.g., Inhelder and Piaget, 1958, 1964) and in theories based on meaning postulates. The theory of mental models lends itself naturally to heuristics for drawing inferences between premises (see Johnson-Laird, 1983). In the case of relational syllogisms, these heuristics reduce to a simple principle: try to form connections that link up end items by way of middle items. Thus, given the premises:

Some of the scientists are drivers
All the musicians are drivers

the heuristic yields the following combined model:

\[ s \rightarrow d \]

where each \( m \) represents a musician.

Some of the scientists are musicians

or its converse:

Some of the musicians are scientists

The heuristic has, of course, led or subjects to attempt to falsify the conclusion is valid, an attempt sho...
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falsifies it: only if there is no such model is the conclusion valid. In the
example, there is an alternative model that falsifies the conclusions:
\[ s = d = m \]
\[ s = d = m \]
\[ (s) \ (d) \]
where each \( m \) represents a musician. It will be easy to trace through the links to
derive the Conclusion:
Some of the scientists are musicians
or its converse:
Some of the musicians are scientists
The heuristic has, of course, led one into error, though it is an error that many
subjects make (Johnson-Laird and Steedman, 1978). In order to guarantee that a
conclusion is valid, an attempt should be made to find an alternative model that
falsifies it: only if there is no such model is the conclusion valid. In the
case of the example, there is an alternative model that falsifies the conclusions:
\[ s = d \]
\[ s = d \]
\[ (s) \ d = m \]
\[ d = m \]
Mental models of syllogisms are analo
gical in a crucial way: sets of entities are
represented by sets of mental tokens, and relations between entities are repre-
sented by relations between the tokens in the model. Hence, a model unlike an
image may contain no 'pictorial' information, though many models may take the form
of images. The theory does indeed account for performance in syllogistic
reasoning (see Johnson-Laird and Steedman, 1978; Johnson-Laird and Bara, 1983),
and it does so, like the treatment of transitivity above, without postulating
rules of inference. Hence, the theory answers two hitherto embarrassing
questions: how children acquire rules of quantified inference, and why adults
have no introspective access to them. The answers are simply that no rules of
inference are learnt in childhood, and that there is no mental logic. These
claims may seem paradoxical, but the paradox disappears once one realizes that the
process of testing a conclusion by searching for counterexamples may well be
carried out in a haphazard manner -- the process is radically different to the
quasi-syntactic manipulation of propositional representations by rules of
inference. Nevertheless, if the search for alternative models is carried out
accurately, then any conclusions that survive unscathed are logically valid. The
logicians who first formulated rules of inference may have relied in part on
reflections about the invariant properties of their own mental manipulations of
models.

7. MIMICKING THEORIES
Procedural definitions couched for the construction of mental models solve the
problem of transitivity. But, how does this solution stand in relation to
Anderson's (1976, 1978) proof that one representational theory can be mimicked by
another provided that there is a one-to-one mapping between their respective
representations? Could one not resolve the controversy about images and
propositions by showing that mental models can be translated into a propositional
theory? The two questions are intimately related, and in order to answer them we
must consider Anderson's theorem in detail.

His argument is intended to establish that given a theory which embodies assump-
tions about mental representations and processes, it is possible, in principle, to
construct other theories with different sorts of representations that nevertheless
mimic the original theory by behaving in an equivalent manner. In fact, 'mimicry' is not the right word to describe Anderson's manoeuvre: rather the second theory invades the first and takes it over like a virus taking over an organism's machinery for producing DNA. Suppose, for instance, that one wishes to show that with suitable mental operations, a propositional theory can mimic an imaginal theory. The trick is to embed the whole of the imaginal theory within the propositional representations. The imaginal theory assumes, say, that a stimulus is encoded as an image, which can be mentally rotated in order to determine whether it coincides with another stimulus. The propositional theory assumes only that a stimulus is encoded as a set of propositions. The imaginal theory is embedded within the propositional theory by the following sequence of operations applied to the propositional representation of the stimulus:

1. Apply the inverse of the propositional encoding to the set of propositions in order to recover the original 'stimulus' (i.e. sensory image).
2. Apply the imaginal encoding to the stimulus in order to obtain the corresponding image.
3. Rotate the image.
4. Apply the inverse of the imaginal encoding to the rotated image in order to obtain the corresponding stimulus.
5. Apply the propositional encoding to the stimulus in order to obtain the set of propositions corresponding to the rotated image.

The decision about whether these propositions match the second stimulus can again, if necessary, rely on the imaginal theory:

6. Apply the inverse of the propositional encoding in order to obtain the stimulus corresponding to the rotated image. (This stimulus is, of course, identical to the one obtained in step 3.)
7. Apply the imaginal encoding to the stimulus to obtain the corresponding image. (This image is identical to the one obtained from step 3.)
8. Compare the image to the one obtained from the second stimulus, and make the appropriate response.

Although this chain of operations can be postulated, its feasibility depends on two crucial conditions. First, the various functions must be computable. Second, it must be possible to apply the inverse of the propositional encoding to obtain the original stimulus, or, more plausibly, a sensory representation isomorphic to the original stimulus. However, since perception is likely to involve a many-one mapping, the inverse will not be a function since there will be many stimuli that could produce it. It is for this reason that Anderson imposes the condition that there must be a one-to-one mapping between the respective representations of the two theories. Granted this condition, the inverse of the propositional encoding can yield any of the stimuli that could have given rise to the original set of propositions, and it will not matter which stimulus is selected, because they will all be equivalent for the imaginal theory, too.

That a propositional theory can mimic an imaginal theory by importing wholesale the apparatus of images is plainly a trivial result. What is of interest is the possibility of a more direct method of mimicry that does not depend upon embedding one theory within another. Unfortunately, there is no guarantee that a direct method can always be found for two alternative representational theories. Anderson makes only the modest claim: "...it seems we can usually construct [the required operation] more simply than its formally guaranteed specification".

Moreover, if one theory encodes stimuli with the encodings of the other breaks down and the theorem ceases to hold.

Considerable care needs to be exerted in handling the vagaries of transitivity. Primitives can accommodate them. Or sound, it follows that the two sorts of classes on their inputs. And this is of the form: "A is in front of B," which should and must according to receive is referentially indeterminate -- to what exactly to represent it? Distinction drives a wedge between not easily removed.

It might be supposed that the propositional representation, and yield two alter one in which C is in front of A. But if it is not, it would be necessary to detect general, a scheme for detection would between certain items in a proposition. Unfortunately, this requirement is not transitivity: whether the relation between may depend entirely on whether a tr. no finite system of rules based on one problem, it follows that no such pattern set up alternative representations. propositional representation does not yet even as the class yielded by the securely in place.

Strangely enough, a major critic of Pylyshyn (1973) wrote:

It would be quite permissible representation of two objects 'besides'. Such a represent spatial relation such as 'to the left of' or 'to the right of'.
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Moreover, if one theory encodes stimuli into classes that do not correspond one-to-one with the encodings of the other theory, then the whole system of mappings breaks down and the theorem ceases to hold.

Considerable care needs to be exer-cized in drawing conclusions on the basis of Anderson's theorem. He himself (Anderson, 1976, p.74) makes the following claim:

Any behavior that can be computed from inspecting semantic primitives can be computed with the aid of 'meaning postulates' that interpret more complex units. This follows from the theorem that any representation can mimic the behavior of any other, provided they impose the same equivalence class on their inputs.

The first assertion has, of course, proved to be false: meaning postulates cannot handle the vagaries of transitivity, but lexical entries based on procedural primitives can accommodate them. On the assumption that Anderson's theorem is sound, it follows that the two sorts of theory do not impose the same equivalence classes on their inputs. And this conclusion is clinched by considering sentences of the form: "A is in front of B, which is behind C". The sentence is ambig-uous and should accordingly receive a single propositional representation, but it is referentially indeterminate -- the relation between A and C is unspecified -- and can accordingly be represented by at least two different mental models. This distinction drives a wedge between sets of propositions and mental models that is not easily removed.

It might be supposed that the propositional representation could mimic the model representation, and yield two alternatives: one in which A is in front of C, and one in which C is in front of A. But, before such alternatives could be speci-fied, it would be necessary to detect the indeterminacy in the first place. In general, a scheme for detection would have to be able to infer that the relation between certain items in a propositional representation was indeterminate. Unfortunately, this requirement leads straight back to the problems of transitivity: whether the relation between certain items is determinant or indeterminate may depend entirely on whether a transitive inference is valid or invalid. Since no finite system of rules based on a propositional representation can handle this problem, it follows that no such system can detect indeterminacies, or a fortiori set up alternative representations when they occur. Hence, a theory of propositional representation does not yield the same equivalence class of represen-tations as the class yielded by the theory of mental models. The wedge remains securely in place.

Strangely enough, a major critic of imagery theories has made a related point. Pylyshyn (1973) wrote:

"It would be quite permissible ... to have a [propositional] mental representation of two objects with a relation between them such as 'besides'. Such a representation need not contain a more specific spatial relation such as 'to the left of' or 'to the right of'. It would seem an unreasonable use of the word 'image' to speak of an image of two objects side by side, without the relation between them being either 'to the left of' or 'to the right of'."

This point has empirical consequences. Mani and Johnson-Laird (1982) showed experimentally that spatial descriptions can be mentally represented either by models or by sets of propositions. When subjects formed a model of a description, they often reported that they had used imagery. Hence, the controversy is resolved: Images and models can be distinguished both theoretically and empirically from propositional representations.
8. LEVELS OF DESCRIPTION

Is it really true that images are not equivalent to sets of propositions? That was the conclusion of the previous section, but doubtless it will be resisted by propositional theorists. There is one way in which they can sustain their objection, but only at the cost of turning a blind eye to a much more serious drawback: the shifting of bits from one location in store to another, and so on. But this approach is misguided: the details of a specific implementation should not concern us. We should not worry about the particular computer and its machine code, since the program could be executed on some very different machines, and we do not want to make a separate characterization of the program for all these different sorts of computer. An alternative approach is provided by Scott and Strachey (1971), the pioneers of formal semantics for computing languages:

Compilers of high-level languages are generally constructed to give the complete translation of the programs into machine language. As machines merely juggle bit patterns, the concepts of the original language may be lost or at least obscured during this passage. The purpose of mathematical semantics is to give a correct and meaningful correspondence between programs and mathematical entities in a way that is entirely independent of an implementation.

There is a very important analogy for psychologists here: psychology (the study of the algorithms) can be pursued independently from neurophysiology (the study of the machine and the machine code). The argument also provides a useful antidote to the excessive scepticism that can be induced by theorems demonstrating how one sort of representational theory can be mimicked by another. In order to try to substantiate this claim, let us continue the characterization of the spatial inference program.

"It works by building up a two-dimensional array that satisfies the premises given to it." This description of the program is informal but at a high level, the level of psychological discourse. You may wonder how exactly an array is represented by the programming language. It is, in fact, a data structure of one or more dimensions in which the elements can be accessed and updated by giving appropriate coordinates. (An array is also a function in POP-10, which permits it to be represented by a rule rather than an explicit table.) A programmer needs to know no more, since procedures for manipulating arrays can be written simply by thinking of them as n-dimensional spaces where each location is specified by an n-tuple of integers. A student of the 'psychology' of computers, however, may be curious about the invisible machinery that makes such an array possible. Its representation in the computer does not involve an actual physical array of locations in memory. That is quite unnecessary. Indeed, the physical embodiment of an array is irrelevant. What matters is that it should function as an array, that is, it has a set of addresses that are functionally equivalent to an array, its elements can be accessed as in an array, and its contents displayed or printed out in the form of an array. A psychological description should accordingly be a functional one.

Consider a program for spatial inference in which an assertion such as, "A is on the right of B" is represented by the following formulae: \( A(\alpha, 1, 6), A(\beta, 1, 2) \) where the first integer in each pair gives the y-coordinate and the second integer gives the x-coordinate of the relevant item. The general procedure for verification works by looking for s of such formulae. In order to verify that A and its associated pair corresponding to the sequence 1, 2, 3, 4, 5, 6, and 7 is number. If the any empirical consequence of the assertion is true; otherwise, a procedure representing "on the right for the incremental parameters of the system could be said to have been set up, where and the definition of function is as though it uses viewpoint, too.

In general, a model is only a model at which it functions as one. A model in machine code is a level of detail of programs. The new 'propositional' theory at a level that obscures its could well pass as a slightly more abstract in a certain programmin

There is, of course, nothing incorrect propositional theory. It would correspond to propositional theorists, but it would entail that any plausible stition. The conclusion follows if a reasonable criterion of being an 'a set of propositions that determine a system should be true. The notion can be replaced by the much more precise p.106 et seq). To characterize a theory as empirical consists of being instantiated as a model; certainly, they have not made such an enterprise. What is noteworthy, however, is the concepts expressing polar coordinates. Such concepts can obviously be expressed there is no corresponding terminological language of simple shapes that is to have any empirical content; that is, the construcion of an imaginary theory at

The term "propositional" has a personal connotation, and one that makes a sense concerns theories of semantics. Theories is that the terms of the closely related to the vocabulary...
not to sets of propositions? That it doubtless it will be resisted by which they can sustain themselves of the whole controversy. It all logical discussions, the level at issues can be illustrated by consid-
comprehend that any plausible theory of any psychological phenomenon is propo-
sional. The conclusion follows from the fact that any theory which meets the
reasonable criterion of being an 'effective procedure' can in turn be described by a set of propositions that determine, from moment to moment, precisely how the system should behave. The notion of proposition is here somewhat vague, and can be replaced by the much more precise notion of a Turing machine (see Minsky, 1967, p.106 et seq). To characterize a theory as propositional would accordingly be to say nothing of any empirical consequence of the theory, but only that it is tantamount to a Turing machine. It is unclear whether those who advocate a propositional representation for images intend to make so trivial a point; certainly, they have not made a direct appeal to the notion of an effective procedure. What is noteworthy, however, is that they have freely introduced propositions expressing polar coordinates, vectors, and other spatial matters. Such concepts can obviously be expressed in the scientific meta-language, but there is no corresponding terminology for them in the object language -- the language of simple shapes that is under analysis. If the term "propositional" is to have any empirical content, then the following conclusion can be drawn: what a theorist constructs in such cases is, not a propositional theory, but a recon-
struction of an imaginal theory at a lower level of description.

The term "propositional" has a perfectly good sense that we have already encountered, and one that makes a sensible contrast with the term, "model". This sense concerns theories of semantics. A characteristic feature of many semantic theories is that the terms of the vocabulary in which they encode propositions are closely related to the vocabulary of natural language. This feature, which may be
They propose that "to each morpheme of the surface vocabulary of a natural language there corresponds a primitive expression in the vocabulary of the representational system", and that "meaning postulates mediate whatever entailment relations between sentences turn upon their lexical content". Representations of this sort are truly propositional, and they are distinct from representations based on models, but since the vocabulary of a propositional representation does not allow the use of procedures that depend upon semantic primitives for which there are no readily available terms in the language under analysis. The contrast between the two sorts of representation is important, and the present resolution of the controversy about them establishes the need for both mental models and propositional representations. Human beings have recourse to representations of both sorts.

9. THE FORMS OF MENTAL REPRESENTATION

Three different sorts of representation have been discussed in this paper: images, propositions, and models. Since the lines of demarcation between them may seem to be vague, I want finally to try to draw some finer distinctions.

What is a propositional representation? The answer obviously depends on what a proposition is. One view, which has much to recommend it, is a generalization of the commonplace notion that to understand a proposition is to know what the world would have to be like for it to be true. If we consider all the different ways in which the world might be, as well as the way it actually is, that is, the set of all 'possible worlds', then a proposition is, in principle, either true or else false of each member of the set. Hence, we can treat a proposition as a function from the set of possible worlds onto the set of truth values.3 A logician might, in turn, treat this function as a set of ordered pairs, each comprising a possible world and a truth value (of the proposition in that world), but this conception is highly abstract since the set of possible worlds is plainly infinite.

If a proposition is a function, then its representation is the representation of a function. The way to represent a function is to express it in a language, and, as Fodor et al (1975) have argued, it is useful to think of a propositional representation as an expression in a mental language. Although we may never delineate the details of the mental language, we do know that it must have both a syntax and a semantics (Fodor, 1976). It must be capable, for example, of representing conjunction, and its mental syntax could take a variety of forms, e.g. "(x(p))", "K(x,p)" or "(x<<p)>>", where the Greek letters range over representations of propositions, and "K" stands for some mental token representing conjunction. The syntax is free to take any form provided it is associated with the appropriate semantics.

The propositional description of a complicated object may well consist of a large number of propositions. The question arises as to the nature of the structural relations between them. In fact, one paradigm case of a propositional representation is simply an unordered set of expressions in some symbolic language such as the predicate calculus. There are uniform proof procedures that will evaluate inferences made in such a formalism; they rely in part on procedures that will search the set for any particular atomic proposition, examining complex propositions to check whether it is a constituent of them. One might (just) imagine that such a system could pass as a possible psychological theory with the addition of a heuristic for making inferences. However, advocates of propositional theories have almost invariably relied on some sort of semantic network (see Anderson, 1976, 1978; Anderson and Bower, 1973; Baylor, 1971; Kintsch, 1974; Moran, 1973; Norman and Rumelhart, 1975; Palmer, 1975). In a network, propositions about the same entity are gathered together and attached to the single node for that entity. The structure facilitates the processes that encode or retrieve information: it does not have an essential analogical role, since its effect could as well be achieved in unstructured formulae by referential indices that symbolize co-reference.
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Mental models have a completely analogical structure. The way in which they
contrast with propositional representations is clearest in relation to quantified
assertions. Quantifiers, in fact, present a major problem for propositional
representations. Even in the guise of semantic networks, propositional represen-
tations rely on the methods of formal logic (see Woods, 1975; Hendrix, 1979). One
snag with all of them is that they do not readily account for the systematic
biases and errors that occur in everyday reasoning. A further, more technical,
difficulty is the possibility -- strongly urged by Hintikka (1974) -- that the
semantics of natural language quantifiers is very much richer than is often
supposed, and outstrips the strictly linear representations made available by
standard quantification theory. Mental models solve both of these difficulties.
They accommodate numerical and quasi-numerical quantifiers such as "most", "many",
and "few". Likewise, they can represent discourse in general and account for the
use and interpretation of anaphoric expressions (see Johnson-Laird, 1983).

The reason why mental models are so readily generalizable should be obvious: they
assume, not an abstract propositional representation of statements, but one that
mirrors the relevant aspects of a real state of affairs that would satisfy the
statements. Thus, they use elements to stand for individuals, and links to stand
for identities between them. But, they possess one other feature that distin-
   uishes them from propositional representations. They represent a set of ent ities
by introducing an arbitrary number of elements that denote exemplary members of
the set. Propositional representations of the sort proposed by Fodor et al. (1975)
do not contain arbitrary features, whereas models ordinarily do so. Images share
this property, too, which has often drawn comment from philosophers. You cannot
form an image of a triangle in general, but only of a specific triangle. Hence,
if you reason on the basis of a model or image, you must take pains to ensure that
your conclusion goes beyond the specific instance you considered (see e.g. Hume
1896, vol. 1). The heuristic advantage of a model is balanced by the need for
procedures that test the conclusions that can be derived from it -- a point that
is borne out by the way in which the models for quantified assertions and spatial
relations have to be manipulated in order to ensure validity. There must be
recursive procedures that can revise models in order to correct assumptions that
turn out to have been mistaken (see Johnson-Laird, 1983).

Of course models can have a richer analogical structure than those required for
quantifiers. They may be two- or three-dimensional; they may be dynamic; they may
take on an even higher number of dimensions in the case of certain gifted
individuals. One advantage of their dimensional structure is that they can be
scanned in any direction, regular or irregular, since the dimensional variables
controlling the search can be determined from moment to moment by any mentally
computable function. In the case of a propositional representation, as Simon
(1972) points out, direct scanning can be performed only in those directions that
have been encoded in the representation.

Models and propositions are interesting to compare on the criterion of economy.
On the one hand, if a series of assertions are highly indeterminate, and one is
not required to draw any profound inferences from them, it may be more economical
to remember the propositions that were asserted rather than to interpret them in
the form of a model. There is certainly a limit to the extent that human beings
can manipulate models in order to ensure validity, and even certain syllogisms are
taxing for this reason. The most plausible theory of comprehension accordingly
calls for two stages: firstly, the utterance is translated into a propositional
representation, which takes the form of a superficial linguistic representation
that encodes verbatim information; secondly, and optionally, the propositional
representation is used as the input to a procedural semantics which uses it,
together with inferences from general knowledge, to construct a mental model. At
the heart of the theory lies the following idea: mental models represent the
extensions of assertions, i.e. the situations they describe, and the superficial
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linguistic representations, together with the recursive machinery for constructing and revising models, represent the intensions of assertions, i.e. the sets of all possible situations that they could describe. This theory and the evidence that supports it is described in detail in Johnson-Laird (1983).

If the possession of arbitrary components and an analogical structure distinguishes models from propositions, then what is it that distinguishes models from images? It seems likely that models are the basis of images, which simply correspond to those features of them that are directly perceptible in the equivalent real-world objects. An image may simply be a projection of a three-dimensional mental model onto an internalized two-dimensional surface, thus giving rise to a 'view' of the model from a particular standpoint. Conversely, models may underlie thought processes without necessarily emerging into consciousness in the form of images. Models are also likely to underlie the perception of objects by providing prototypical information about them (see Roberts, 1965) in a form that can be directly used in the interpretation of what Marr (1976) has referred to as 'the primal sketch', the output of lower level visual processes.

10. CONCLUSIONS

To return to the two controversies with which I began, if the concept of a proposition has any empirical force, then there are indeed distinctions to be drawn between a set of propositions and a model or its perceptible counterpart, an image:

1. A model represents an object or a set of assertions analogically: its structure is constrained and is a crucial part of the representation. A propositional representation describes an object and corresponds to the linguistic structure of a set of assertions.

2. A model based on a linguistic description embodies a number of arbitrary assumptions since language is inherently vague but models must be determinate. A propositional representation does not contain any arbitrary elements. The two sorts of representation do not have the same equivalence classes, and hence there is no guarantee that a theory based on one sort of representation can be made to mimic one based the other sort.

3. A model represented in a dimensional space can be directly constructed, manipulated, or scanned, in any way that can be controlled by dimensional variables. A propositional representation lacks this flexibility and can be directly scanned only in those directions that have been laid down between the elements of the representation.

There are likewise distinctions to be drawn between semantic primitives and meaning postulates:

1. Semantic primitives are required by the semantic system that establishes a word's relation to the world, or strictly speaking to models of the world. Meaning postulates are neither intended to perform this function nor contain any machinery for defining truth conditions.

2. The logical properties of a term need not be specified within the definitions of its truth conditions, rather they are emergent properties of that definition. Meaning postulates, however, are rules that explicitly specify the logical properties of terms, and the logical relations between them.

3. Semantic primitives are ineffable in that there are no corresponding lexical items for them in the language under analysis. Meaning postulates in their psychological guise require a mental language that can be mapped virtually one-to-one onto the natural language.
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What I have argued in this paper is that comprehension at its deepest level calls

for an initial propositional representation and the construction of a mental

model, which may take the form of an image of the state of affairs described in

the discourse. The process of constructing a mental model depends on a

representation of meaning that makes use of semantic primitives. Such a theory,

unlike one based solely on propositional representations and meaning postulates,

can cope with the logical vagaries of natural language. It can also account for

performance in a variety of inferential tasks. It does not follow that all

interpretations consist of mental models: no case has been presented against the

use of other forms of representation or rules of inference in other contexts.

However, if human beings habitually used only propositional representations and

meaning postulates, vagaries in the logical properties of language could never

have arisen in the first place.
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Semantic Primitives or Meaning Postulates

1. There is a danger of an infinite regress here. If an interlingua is needed to mediate between words and pictures, then perhaps a language is needed to mediate between words and the interlingua, or between the interlingua and pictures, and so on and on (see Anderson, 1978).

2. Expressions such as "in front of", in fact, have two distinct spatial senses, a deictic sense that depends on the speaker's point of view, e.g. "Stand in front of the rock", and another sense that depends on the intrinsic parts of certain sorts of object, e.g. "The river was in front of the house" (see Fillmore, 1971; Miller and Johnson-Laird, 1976, Sec. 6.1.3). This complication is not relevant to the present argument, and I have otherwise ignored it.

3. Sentences in isolation rarely express single propositions. It is the sentence and its context that convey a proposition (see e.g. Lewis, 1972).
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NARRATIVE COMPLEXITY

Narrative structures in internal memory represent more properly causal requirements. Story graphs, causal chain representations, which is largely removed access that memory representation of the notion of algorithm more algorithmically representations.

1. INTRODUCTION

A representational strategy for summarization behavior using relational memory representation for a narrative [1980, 1981], it is possible to the most important concepts of the cyclic graphs. Each node in the and two nodes are connected by an arc whenever the node to the next level.

A plot unit is a fixed configuration. There are three affect state types within a single character mental states. These affect states rather than goal-oriented narrative can be tracked in terms of mental state records. The subjective mental state

Once an affect state map has been represented, we can look for a representation. A "top level" plot (fully contained) by any other units are recognized, we create correspond to top level plot unit connected by an arc whenever the graph structure provides a well-suiting for text summarization.
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